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Abstract - We present a network initialization algorithm Delay depends on the speed of propagation and the number

for wireless networks with distributed intelligence. Each node of hops a packet must travel to reach its destination. The hop-
(agent) has only local, incomplete knowledge and it must make diameter of a network is the maximum number of hops among
local decisions to meet a predefined global objective. Our ob- the shortest paths considering all possible node pairs. By re-
jective is to use power control to es_,tabllsh a topology based on ducing the hop-diameter of a network and routing packets on
the relative neighborhood graph which has good overall perfor- o o test paths, we can reduce delays. An issue we do not
mance in terms of power usage, low interference, and reliability. . . . . )
consider here is network traffic. Given a topology, it may be
) desirable to avoid routing on shortest paths if this creates con-
I Introduction gestion or hot-spots in the network. We are mainly concerned
In a multihop wireless network, a packet may need to bwith the task of obtaining a good topology for communication.
sent over several consecutive wireless links to reach its deBhe scheduling and routing problems on such a topology are
tination. Multihop networks have the advantage of savingolved separately.
power; as the distance increases, the transmission power reln networks where the nodes operate on limited battery
quired to maintain the same signal-to-noise level increases pewer, it is important to minimize power consumption to pro-
a quadratic function of the distance. In addition, multihop netong the network’s life time. To minimize power, we should
works can overcome obstacles and enhance spatial reuse. €kelude long edges and include short edges whenever possi-
guestion is, “how should the nodes be connected to achiebte, while optimizing the hop-diameter and maintaining net-
good overall performance?” To evaluate performance of work connectivity/biconnectivity. This led to approaches us-
wireless network, some of the suggested metrics are: throughg the Voronoi diagram and nearest neighbor graphs with di-
put, delay, power utilization, network connectivity, interfer-rectional information[1], [2]. It has also been shown that one
ence, and reliability. Let us consider each of these metrigsin optimize the maximum power used by performing power
from a graph theoretic viewpoint. adjustments while guaranteeing network connectivity and bi-
Throughput and interference are related; by reducing irgonnectivity [3].
terference, we can obtain more spatial reuse, and a higherThe connectivity among nodes directly influences the effi-
throughput. Interference occurs when a node and its neigbiency of information dissemination and routing in that net-
bor(s) are transmitting simultaneously. Thus, a topology witiwork. Conventionally, the topology of an ad hoc network
a small bound on the node degrees will reduce interferencgithout power control is defined by the transmission power
Two nodes are neighbors if there is an edge connecting theand the data rate. Assuming a fixed data rate, the fixed trans-
in the topology. Note that, this alone may not be sufficient tenission power implies a fixed transmission radius. Due to the
avoid interference. We can use topology to limit the numbexd hoc nature of such networks, using a fixed transmission
of neighbors a node should communicate to. However, thigdius might not render a connected network. To increase net-
does not mean the node, when transmitting, will not interferefork robustness against node failures, it is not enough to re-
with other non-neighbor nodes. Thus, topology must be useghire that the network topology be connected, but it should be
together with scheduling to avoid interference. biconnected [3].
The research described in this publication was carried out at the Jet Prop l—ln.thIS paper, .We design a topology control algthm with
sion Laboratory, California Institute of Technology, under a contract with thtgLi'SmbUted intelligence to construct a topology with the fol-
National Aeronautics and Space Administration. lowing optimization objectives:



« minimize node degrees. gree. Two parameters are used to control the topolay:

« minimize the hop-diameter of the network. and R, whereA controls the node degree aitcontrols the

o minimize the maximum transmission radius. transmission radius. Given the Delaunay triangulation, edges
« guarantee connectivity. longer thanR are removed. If there are nodes whose degree
« Minimize the number of biconnected components. exceeds), the longest edges incident to these nodes are re-

« maximize the size of the largest biconnected componenhoved to bring the node degrees downXo When a node
Each node in the network acts as an agent. Each ag%%e)[itn Sloo'?hsaf1 gdedege1,'oltav(\:”r|1|igv(zatlfyof)r:jecgiﬁgst?\:itWhéth Iess I;\]ci-in
has only local (incomplete) knowledge and it must make lo; ge. 9 Y, €d9

. . 4 ... the graph are added (from the shortest to the longest, not ex-
cal decisions to meet certain pre-defined global objective(s).~ =. :

: : : > céeding lengthR) in such a way that the node degree<ofA

Our goal is to obtain a topology with good graph properties reserved. Matching is used when adding an edge. The
such that it is dense enough to be robust (biconnectivity) ang P : 9 g ge.

sparse enough to enable spatial reuse (reducing interferen gtrlbuted mplementatlon of this algorltlhm relle_s on eagh
the number of time slots used in TDMA. or the number o ode computing a part of the Delaunay triangulation contain-
channels needed in CDMA) ' ing all the nodes reachable within a radilis The topology

' produced has better performance in terms of throughput and
Il. Comparison to Previous work reliability, compared to topologies using a fixétonly or a
fixed A only (connecting to the neareét nodes). The De-

Recently, several results concerning wireless topology di?‘éunay triangulation is a proximity graph In [7], [4], geo-

covery and control .have been reported[1]-{4]. A BIUEt.OOt etric spanners were used as power efficient routing struc-
Topology Constrl_Jctlon Protocol (BTCP) was propose din[5 ures. These geometric spanners are closely related to prox-
BTCP uses multiple channels and frequency hopping. Tqﬁﬂty graphs. Encouraged by these results, in this paper, we

problem is to determine which nodes should share a comm Pesent a distributed algorithm for topology control based on

channe_l such that the resultant graph mduceq by all of t especific proximity graph, the relative neighborhood graph.
nodes is connected. BTCP requires synchronized frequer\(,“ye will motivate this choice later

hopping patterns for the nodes to discover each other. Th,eln [3], it was proposed to assign different transmit pow-

nodes sharing a common channel form a piconet. Each Rifs to different nodes to meet a global topological property

E:onetfha_s a n:aster alndta(;utr)nted dm;mbb? §f| sle(ljves. lTht(_e M&¥ich as connectivity and biconnectivity. The objective is to
€rs ot piconets are elected by a distributed leader Election 4iyimi;e the transmit power. A centralized algorithm con-

gontth(rjn. Thlca plcontets akreﬁc])nnef[:.teq b%( b”dg?s ip for;nBa}r(é) fructs the topology in a manner similar to the building of
nected wireless network. The optimization objective o the minimum spanning tree, that is, by adding one edge at

is to minimize the time needed for network initialization, tha time such that the added edge connects different compo-

is, to establish the links. Power issues and graph propert@gms. Since each edge represents a transmission radius, there

arir}ot a}lddr?sseg. bilisti tocol lled birthd N are side-effect edges which are added as well. Then, a per
amily of probabilistic protocals, called birthaay proto- 4o minimization is made to remove extra edges by re-

cols, was presented in [6]. In these protocols, two ereles&cing power, while maintaining connectivity/biconnectivity.

nodes mdependently and ran_domly_ seleslots OL_Jt ofn time Two distributed heuristics for topology control were proposed.
slots. The first node tr_ansm|ts d_unn_g theslots it sel_ec_ted, One heuristic uses locally available neighbor information col-
gnd_ thehsecohnd node Illstensddurlnglqtslolts. A node |sh|dle lected by a routing protocol to keep the node degrees bounded.
thuartmegvtar?v?/th:r;cy:zoitssz escrilll)?/akll}:em(tahsemfétl)tavgﬁij So?\%ne The other heuristic uses locally available neighbor informa-
second node hearing the first node is aImF())st one Zmd yet ion_ and global topology information such as those provided

' link-state protocols.

nodes are idle most of the time. This network topology dis- Note that, both of the methods in [1] and [3] use proximity

covtery rlne(';hod 'f very erlergi/heff:jqent. AIthOfUQI? thz b'rthgﬁ%raphs: minimum spanning tree [3], and Delaunay triangula-
protocols do not guarantee the discovery of all nodes withif, [1]. What is interesting here is that the proximity graph

the transmission range, the probability of a node being diSCOWe choose fits in-between the minimum spanning tree and the
ered is high; that is, there are very few undiscovered nod

Bel triangulation. It h hown that, f i
The birthday protocols do not use power adjustments to cngdaeugsﬁ); i::a;r? Eﬁéﬁgean pgigfﬁgr}?vgwcn R]?f é(?/r)acglven
trol the network topology. DT(V), where M ST, RNG and DT denote the minimum

Hu [1] ;uggested a distributed topology glgorlthm forﬁ,ganning tree, the relative neighborhood graph and the Delau-

packet radio networks, based on the Voronoi diagram and t

Delaunay triangulation. A Delaunay triangulation is one that *Proximity graphs is a family of graphs where the edges of the graphs cor-

maximizes the minimum ang|e Intuitively this makes the tri_respond to different notions of closeness (or proximity) between the nodes’
. ’ eometric placements.

angles more equilateral, and hence minimizes the node e



nay triangulation respectively [8]. We choose the RNG be-
cause it represents the internal structure, relative closeness, of
the node set. RNG is also more flexible than MST and DT. In
MST and DT, the edges between nodes are determined only
by the absolute distances. In addition to this, the RNG takes
into account the relative distance of each pair of nodes to the
remaining nodes. While MST is a tree, and DT is a collection
of triangle faces (in the non-degenerate cases), RNG ranges
from a tree to a full triangulation depending on the relative
distances of nodes. In this sense, RNG gives a good represen-
tation of how the nodes relate to each other when seen as a
whole.

I1l. Network Topologies

In a previous study [9], we compared the graph properties
of the minimum spanning tree (MST), the relative neighbor-
hood graph (RNG), and the minimum radius graph (minR).
Given a node set’ in an Euclidean plane, the MST is a tree
containing all the nodes df, such that the total edge length
of the tree is minimized. Assuming all the nodes must use
the same transmission radius, the minR graph is obtained by
finding the smallest radius such that connectivity is achieved.
When the smallest radiusis found, the topology is defined
by connecting all the nodes that are within a distan@®m
each other. Let;, [; € IR? be the locations of nodes;
andv; respectively, where; # v;. The RNG is the graph
G = (V,E), where(v;,v;) € E if and only if there is no
nodev, € Vsuchthat| [, — 1, || < || l; = {; || and|| ; — L, ||
< || li=1; ||, or equivalently, the edge between nodgandv;
is valid if there does not exist any node closer to batland
v;. Given the same 50 random nodes uniformly distributed
in a 600 x 600 square plane, Figures 1, 2, 3 show the MST,
the RNG and minR respectively. As we can see from these

_ RNG Graph, 50 nodes ||

Fig. 2. Relative Neighborhood Graph with 50 nodes

— Comm Graph, 50 nodes, radius = 200 B

Fig. 3. Minimum (fixed) Radius Graph with 50 nodes

and RNG are sparse, having low node degrees. However, the

= HST Craph, 50 nodes L minR has a low hop-diameter of 4 while MST and RNG have
hop-diameters of 20 and 15, respectively. In this example,
all the nodes in minR belong to the same biconnected compo-
nent, making the minR fault-tolerant. In the RNG, 45 of the 50
nodes are in the same biconnected component, so the majority
of the network is fault-tolerant. The MST is 1-connected, so
it is not meaningful to consider it for biconnectivity; it is not
fault-tolerant.

In a previous study [9], we simulated random placements of
n nodes wheré < n < 800. For eachn value, we generate
1000 different node placements to compute MST, RNG and
minR. From the simulation results, we found that:

Fig. 1. Minimum Spanning Tree with 50 nodes « transmission radius MST has the smallest average

Figures, minR is dense with high node degrees, while MST

transmission radius while minR has the largest average
transmission radius. Although the average transmission



radius of RNG is between those of the MST and thef [; — ;. || < || l; —{; ||and|| ; — % || < || l; — ; || then ex-
minR, it approaches the value of the MST's transmissionlude edgév;, v;) from the RNG. This brute-force algorithm
radius as the number of nodes increases. is impractical because it requir€gn?) computation steps. It

« hop-diameter. on the average, minR has the smallesalso requires global information at every node. Knowing that
hop-diameter and MST the largest, where RNG is inRNG is a subgraph of the DT, and that DT can be computed
between the two. However, it is worth noting that thein O(n log n) steps, we can first compute DT and then check
value of RNG's hop-diameter is closer to minR’s hop-each edge of the DT with the other nodes to determine if it
diameter than to MST’s. is an edge of RNG. Since DT is a planar graph, the number

« node degree both of MST and RNG have node degreef edges in DT is linear with respect tq thus, this method
bounded by a small constant (approx. 6), where the nodequiresO(n?) steps to compute RNG. Supowit[10] designed
degree of minR increases linearly as the number of nodése firstO(n log n) sequential time algorithm for RNG. The
increases. method scans the nodes from six different directions, each di-

« biconnectivity: in our previous simulation runs, minR rection is separated by an anglepf
is always biconnected. The RNG has 86% of the nodes We present a novel distributed algorithm using local in-
in the same biconnected component, whes 100 and formation and directional information of incoming signals.
over 90% of the nodes in the same biconnected comp®he algorithm is executed at each node, and it can run asyn-
nent, whem = 200, wheren is the number of nodes.  chronously. There are two main steps of the algorithm. Ini-

Based on the above observation, we see that MST has go“o%]ly’ the transmission poweris set to zero and the entlﬁg
ngle around the node spans the not-yet-covered region ex-

performance in terms of transmission radius and node degr(?eehding from the node. Lab denote the set of angles which
On th(_a other hgr_ld, minR Scores wellin terms of hoD_dlamet%%fine cones that jointly span the covered region(s); initially,
and biconnectivity. Interestingly, where MST performs weII,@ contains a single elemedt,,, which is an angle of value
RNG’s performance is close to MST’s; and where minR per= ero
forms well, RNG’s performance is close to minR’s. From™

this, we consider RNG as a desirable topology for wirelesalgorithm Dist RNG
networks in achieving our topology objectives listed in Sec-

. Input : aset ofV of n nodes.
tion I.

Output : RNG(V), where the edge lengths are bounded
IV. Wireless Network Model by the maximum transmission power. We assume all the
nodes start the algorithm simultaneously. This condition
can be relaxed as we will discuss later.
Step 1: A nodewv; grows its transmission power until a

Given a sel” of n nodes in a Euclidean plane, we assume
the following concerning the network model.

« Each node has limited battery power. nearest neighbor; is found in the not-yet-covered re-

« Each node uses an omni-directional antenna for commu- gion. Add the edg€v;,v;) to RNG. If there are sev-
nication. eral nearest neighbors reachable at the same transmission

« As in [2], we assume each node can sense the direction power level (on the circumference of the circle centered
of incoming signals from neighboring nodes. atv; with power radiug), then add the edges from to

« Similar to [2], [3], we assume that transmit powecan each of the reachable nodes to the RNG.
be set to any positive level such tiat< p < MAX, Step 2: use the newly found nearest neighbgrto com-
where M AX is the maximum power level. Any node  pute the anglé;, whered; defines a cone that spans the
within the transmission radius of a node&an heaw. area covered by;. Update© by mergingd; with ©.

« A node can send a broadcast and every node that hears Note that the resultin@ may span non-adjacent, disjoint
the broadcast can send an acknowledgment. Similar to regions.
[2], we assume the existence of an underlying MAC layer Repeat Steps 1 and 2, urttilcontains angles whose cones
that resolves interference. jointly span the entir@x region around;, or when max-

« Interference to any nodes outside of the transmission ra- imum power is reached.

dius is considered negligible. Lemma 1: At any time during the execution of Algorithm

V. Algorithm Dist RNG, the near_est neighboy found byw; in a not-yet-
) ] ) covered region defines an angle such that at most one of
A simplest brute-force algorithm for computing the RNGy, g, > T forallg, € ©.

is as follows. First, computg I; —I; | for all (5) possible  proof: When the entire2r region aroundv; is not-yet-
node pairs;, v;, wherev; # v;. Then, for each of the possi- covered© = {6..,.}, $06; N,ero < I

ble edgeqv;, v;) and each nodey, v, # v; andvy # v, if Now, consider the case whe@econtains one non-zero an-



there can be at most ofe N 0, > . If 0, < 6, andv;,
defines an anglé; that intersects witlf,, thend; N 6, < %.
This will take away at leasf from ¢, such that the remain-
ing not-yet-covered region is spanneddy < 7. The algo-
rithm will continue to increase the transmission power. When
the next nearest neighber. is found, there is exactly one
0, N0, > %, forall, c ©.

Corollary 2: At any time during the execution of Algo-
rithm Dist RNG, the nearest neighbor in a not-yet-covered re-
gion is an edge of the RNG.

Proof: This can be derived from Lemma 1, because the node
in the not-yet-covered region has not been eliminated by any
other node in the covered region, and because the transmission
power of the node looking for a neighbor is monotonically
Fig. 4. intersection of spanning angles increasing.
Theorem 3:Algorithm Dist RNG computes a relative
neighborhood graph correctly in six rounds.

gle 6,, wherea can result from the angle spanned by ongyoof: The algorithm is correct because it always connects
neighbor, or the merged angles spanned by several neighb@{shode to its next nearest neighbor(s) which is (are) not yet
Supposd, is spanned by one neighbor nodg as shown in - gjiminated. Whenever one or more neighbors are found at the
Figure 4. Draw a circle with radiusl; — [, || centered ab.;  same transmission radius, this constitutes one round of the al-
this circle will intersect the circle with the same radius ceNgorithm. At a node, the entirer angle is not-yet-covered
tered atv;. The intersection is calledlane. Draw a line that initially. Suppose one neighbor is found at each round pro-
bisects the edg@;, v,). This line will intersect the lune at the ducing one angle i1®, this takes away at leagt from the
two apexes: anda’ as shown. Note that the trianglesvi, v.  not-yet-covered angle (because of Lemma 1). In this scenario,
anda’, v;, v, are equilateral triangles. Thus, the spanning anhe algorithm finishes in six rounds. Suppose one neighbor is

gled, = La'via = 3. Furthermore, the cone spanned byfound at each round but producing two anglesSirin two

0., extending fromy; can be considered as a covered regionounds. Then, there are two cases to consider.
because; eliminates any node;, in the region to be a RNG

neighbor ofv;. Note that the lune ofv;, v.) is empty, then Case 1: the two remaining cones are spanned by angles
any nodevy, in the covered region will satisfy both of the fol- of different sizes. Then, the algorithm can take another
lowing conditions: (a)| ; — I, || < ||  — I ||, and (b) three rounds to complete, one round to cover the smaller
1o — s | < || s = U1, ||. Thus,v, eliminates(v;, vy ) to be in of the remaining not-yet-covergd_angles, and two rounds
the RNG. Since the next nearest neighbor nedalso defines to cover the larger of the remaining not-yet-covered an-
a " spanning anglé;, where(v;, v;) bisects;, andv; can- gles. .

not be in the region covered hy,, the largest overlap of, Case 2: the two remaining cones are spanned by angles of
andd; must be bounded bg. Similarly, if © contains one an- the same size. Then each angle must be of §izand

gle which is the result of several nearest neighbor nodes found ©&ch of these can be covered in one round.

previously, then there must be a nadewhich defines an an- Suppose more than one neighbor is found in a round, this does
gle which has the largest overlap with The same argument not cause any extra rounds. Thus, the number of rounds is
applies. bounded by six.

If © contains more than one angle, then the angles covernote that, we assume the maximum power is large enough
non-adjacent disjoint regions. Since each nearest neighbgy that the resulting RNG is connected. If the area is large, the
node defines & angle, we can have at most two such annumber of nodes is small, and the maximum power is small,
gles spanning non-adjacent, disjoint regions.d.et, be the  then we cannot guarantee a connected graph. From our previ-

two angles in©. For a2r region, we can have four adja- ous simulation results, the expected edge length of the edges
cent regionsy,ro, 13, 74. Letry, rz be the regions covered
by 6., 0, respectively. Led,, 0, be the angles covering, r4
respectively. Ther, + 6, = 2F. If 6, = 6, = Z, then
a nearest neighbar; in any uncovered region will define an
angled; such that; N ¢, < 7, for any angle ird. However,
if 8, < 6, andv; defines an anglé; that containg,, then

ina RNG isO(\/%), whereA andn are the area size and the
number of nodes respectively. Setting the power to be slightly
above that would often produce a connected graph.

We now consider the relaxed initial condition and dynamic
adaptation of the algorithm. We have assumed a strong con-
straint that all the nodes start the algorithm simultaneously.



This is so that we can analyze the number of rounds needed the model used for power dissipation. In the presence of
easily. However, this algorithm will also work when at leasbbstacles, the Euclidean distance (or a function of this) may
one node starts the algorithm. All other nodes can be in thet be an appropriate representation of the power needed to
listen mode initially. As soon as a node hears a messagesiipport a link between two nodes. Thus a new graph model

will start its local algorithm to search for neighbors. In thisor new distance metric is needed.

scenario, we must add the cost to start the local algorithm at
all the nodes. Since the algorithm is local and does not require
global information, in mobile ad hoc networks, the recomput]
tation is carried out only at the nodes affected by the moved
nodes. 2

VI. Conclusion and Application

We have motivated that the relative neighborhood graph can
be a good candidate for topology control due to its good gradﬂ
properties in terms of throughput, interference, delay, power
and connectivity. We also designed a novel distributed algo-
rithm to compute the relative neighborhood graph using only]
local and directional information. We intend to implement
simulations of the algorithm and compare it to other topolo-
gies based on proximity graphs such as the minimum spag;
ning tree and the Delaunay triangulation.

A possible application of using power control to obtain a
relative neighborhood graph as the underlying communication
graph for wireless networks is the following. In [11], Quirk ©]
et al. proposed to use cooperative modulation techniques for
long haul relay in space exploration missions where sensor
networks are used on the surface of the planet being explored.
By sharing the information to be transmitted to the satellité]

among the sensor nodes, they can cooperate to reduce the

total energy needed to transmit the data from the surface of
a planet to orbit, thus extending the lifetime of the energyg;
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